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#### Abstract

We present a theory of Hamiltonian superoperators associated with a Lie superalgebra and its modules. By using the free fermionic frelds from physics, we establish a super version of the formal variational calculus introduced by Gel'fand and Dikii. Moreover, we prove that a super skew-symmetric matrix differential operator in our super formal variational calculus is a Hamiltonian operator if and only if its Schouten-Nijenhuis super-bracket is zero, when the characteristic of the base field is not two. Some interesting examples of Hamiltonian superoperators are also given.


## 1. Introduction

The 'formalization method' has been proved to be very powerful in many mathematical fields. Formal variational calculus was introduced by Gel'fand and Dikii [GDil-2] in studying Hamiltonian systems related to certain nonlinear partial differential equations, such as the KdV equations. Invoking the variational derivatives, they found certain interesting Poisson structures. Moreover, Gel'fand and Dorfman [GDo] found more connections between Hamiltonian operators and certain algebraic structures. Balinskii and Novikov [BN] studied similar Poisson structures from another point of view. One of the algebraic structures appeared in [GDo] and [BN], which was called a 'Novikov algebra' by Osborn, was proved in [OI-3] to be closely related to rank-one Witt Lie algebras under certain conditions. One of the other structures in [GDo] was proved [X2] by this author to be equivalent to an associative algebra with a derivation under the unitary condition.

We observe that the formal variational calculus introduced by Gel'fand and Dikii [GDil2] can be rewritten in terms of free bosonic fields in physics. From an algebraic point of view, there should exist a formal variational calculus associated with free fermionic fields in physics. Our main purpose in this paper is to introduce a theory of Hamiltonian superoperators analogous to that given in [GDi1-2,GDo]. In fact, the calculus of Grassmannian variables exists in quantum many-particle systems (cf [NO], for example). Super-manifolds have been studied both by mathematicians and physicists for many years. In this sense, our study on Hamiltonian superoperators is natural. We also believe that the results in this paper could be useful for 'super-integrable systems' and 'super-symplectic geometry.'

Throughout this paper, we denote by $\mathbb{F}$ a field and denote by $\mathbb{Z}$ the ring of integers. All the vector spaces are over $\mathbb{F}$.

[^0]Let $L$ be a Lie algebra and let $M$ be an $L$-module. For $0 \leqslant q \in \mathbb{Z}$, a $q$-form $\omega: L^{q}=L \times \cdots \times L \rightarrow M$ is a skew-symmetric multilinear map. We denote the set of $q$ forms by $c^{q}(L, M)$. We take $c^{0}(L, M)=M$. The differential $d: c^{q}(L, M) \rightarrow c^{q+1}(L, M)$ is defined by

$$
\begin{align*}
& d \omega\left(a_{1}, \ldots, a_{q+1}\right)=\sum_{i=1}^{q+1}(-1)^{i+1} a_{i} \omega\left(a_{1}, \ldots, \check{a}_{i}, \ldots, a_{q+1}\right) \\
& \quad+\sum_{i<j}(-1)^{i+j} \omega\left(\left[a_{i}, a_{j}\right], a_{1}, \ldots, \check{a}_{i}, \ldots, \check{a}_{j}, \ldots, a_{q+1}\right) \tag{1.1}
\end{align*}
$$

for $a_{l} \in L$, where ' $a_{i}$ ' means that $a_{i}$ is omitted. A $q$-form $\omega$ is called closed if $d \omega=0$.
Let $\Omega$ be a subspace of $c^{1}(L, M)$ satisfying $d M \subset \Omega$. Let $H: \Omega \rightarrow L$ be a linear operator (map) satisfying the skew-symmetry

$$
\begin{equation*}
\xi_{1}\left(H \xi_{2}\right)=-\xi_{2}\left(H \xi_{1}\right) \quad \text { for } \xi_{1}, \xi_{2} \in \Omega \tag{1.2}
\end{equation*}
$$

Moreover, we define $\omega_{H} \in c^{2}(H(\Omega), M)$ by

$$
\begin{equation*}
\omega_{H}\left(a_{1}, a_{2}\right)=\xi_{2}\left(a_{1}\right) \quad \text { for } a_{1}, a_{2}=H \xi_{2} \in H(\Omega) \tag{1.3}
\end{equation*}
$$

Note that (1.3) is well defined because of (1.2). The operator $H$ is called Hamiltonian if $H(\Omega)$ forms a subalgebra of $L$ and $d \omega_{H}=0$.

In the formal variational calculus introduced by Gel'fand and Dikii [GDi1-2], one starts with the algebra $A$ of polynomials of symbols $\left\{u_{l}^{(i)} \mid 0 \leqslant i \in \mathbb{Z}, l \in I\right\}$, where $I$ is an index set. 'Differentiation with respect to $x$ ' is defined by the operator

$$
\begin{equation*}
\frac{d}{d x}=\sum_{l \in J} \sum_{i=0}^{\infty} u_{l}^{(i+1)} \frac{\partial}{\partial u_{l}^{(i)}} \tag{1.4}
\end{equation*}
$$

The partial variational derivatives $\delta / \delta u_{l}: A \rightarrow A$ are defined by

$$
\begin{equation*}
\frac{\delta}{\delta u_{l}}=\sum_{i=0}^{\infty}\left(-\frac{d}{d x}\right)^{i} \frac{\partial}{\partial u_{l}^{(i)}} \quad l \in I . \tag{1.5}
\end{equation*}
$$

Denote $\delta / \delta \bar{u}=\left\{\delta / \delta u_{l} \mid l \in I\right\}$. Then

$$
\begin{equation*}
\frac{\delta}{\delta \bar{u}} \circ \frac{d}{d x}=0 . \tag{1.6}
\end{equation*}
$$

Set

$$
\begin{equation*}
\tilde{A}=A /(d / d x(A)) \tag{1.7}
\end{equation*}
$$

The elements of $\tilde{A}$ are called integrals. Note that

$$
\begin{equation*}
[(d u / d x) v]^{\sim}=-[u(d v / d x)]^{\sim} \quad \text { for } u, v \in A \tag{1.8}
\end{equation*}
$$

Now let

$$
\begin{equation*}
L=\{\partial \in \operatorname{Der} A \mid[\partial, d / d x]=0\} \tag{1.9}
\end{equation*}
$$

Then $L$ is a Lie subalgebra of $\operatorname{Der} A$. We define the action of $L$ on $\tilde{A}$ by

$$
\begin{equation*}
\partial \tilde{u}=(\partial u)^{\sim} \quad \text { for } \partial \in L, u \in A . \tag{1.10}
\end{equation*}
$$

The space $\tilde{A}$ becomes an $L$-module. Some Hamiltonian operators associated with ( $L, M$ ) have been shown to be connected with certain very interesting nonlinear partial differential
equations (cf [GDil-2,GDo]). We observe that $A$ can be viewed as a Fock space of the free bosonic fields

$$
\begin{equation*}
u_{l}(z)=\sum_{i=0}^{\infty} \frac{u_{l}^{(i)}}{(i+1)!} z^{i}+\sum_{i=0}^{\infty}(i+1)(i+1)!\frac{\partial}{\partial u_{l}^{(i)}} z^{-i-2} \quad l \in I \tag{1.11}
\end{equation*}
$$

which are viewed as 'operator-valued functions' (cf [FLM], for example). In this way, the operator $d / d x$ coincides with the Virasoro operator $L(-1)$ (cf [FLM], for example). We shall study in this paper the Hamiltonian operators associated with the free fermionic fields. The paper is organized as follows.

In section 2, we introduce a general theory of Hamiltonian superoperators associated with a coloured Lie superalgebra and its modules. The super formal variational calculus is introduced in section 3. In section 4, we find the conditions of certain matrix differential operators to be Hamiltonian operators. Finally in section 5, we present some examples of Hamiltonian superoperators.

## 2. Closed 2-forms

In this section, we shall define 'closed $q$-forms' for a coloured Lie superalgebra and its modules. With a fixed closed 2 -form, we connect a new Lie algebraic structure. Moreover, we set up the basic machinery for Hamiltonian superoperators.

Let $\Gamma$ be an abelian group. Let $\vartheta(\cdot, \cdot): \Gamma \times \Gamma \rightarrow \mathbb{F}^{\times}=\mathbb{F} \backslash\{0\}$ be a map satisfying $\vartheta(\alpha+\beta, \gamma)=\vartheta(\alpha, \gamma) \vartheta(\beta, \gamma) \quad \vartheta(\alpha, \beta)=\vartheta(\beta, \alpha)^{-1} \quad$ for $\alpha, \beta, \gamma \in \Gamma$.
A coloured Lie superalgebra ( $L, \Gamma, \vartheta,[\cdot, \cdot]$ ) is a $\Gamma$-graded algebra $L=\bigoplus_{\alpha \in \Gamma} L_{\alpha}$ with the operation $[\cdot, \cdot]$ satisfying the super skew-symmetry

$$
\begin{equation*}
\left[x_{1}, x_{2}\right]=-\vartheta(\alpha, \beta)\left[x_{2}, x_{1}\right] \tag{2.2}
\end{equation*}
$$

and the Jacobi identity
$\left[x_{1},\left[x_{2}, x_{3}\right]\right]+\vartheta(\alpha, \beta+\gamma)\left[x_{2},\left[x_{3}, x_{1}\right]\right]+\vartheta(\alpha+\beta, \gamma)\left[x_{3},\left[x_{1}, x_{2}\right]\right]=0$
for $\alpha, \beta, \gamma \in \Gamma ; x_{1} \in L_{\alpha}, x_{2} \in L_{\beta}, x_{3} \in L_{\gamma}$. A representation of ( $L, \Gamma, \vartheta,[\cdot, \cdot]$ ) is a map $\rho: L \rightarrow \operatorname{End}_{\mathbb{F}} M$ for some vector space $M$ over $\mathbb{F}$ such that
$\rho\left(\left[x_{1}, x_{2}\right]\right)=\rho\left(x_{1}\right) \rho\left(x_{2}\right)-\vartheta(\alpha, \beta) \rho\left(x_{2}\right) \rho\left(x_{1}\right) \quad$ for $x_{1} \in L_{\alpha}, x_{2} \in L_{\beta}$.
We simply denote

$$
\begin{equation*}
x u=\rho(x) u \quad \text { for } x \in L, u \in M \tag{2.5}
\end{equation*}
$$

and call $M$ an $L$-module.
A $q$-form of $L$ with values in $M$ is a multi-linear map $\omega: L^{q}=L \times \cdots \times L \rightarrow M$ for which

$$
\begin{equation*}
\omega\left(x_{1}, x_{2}, \ldots, x_{q}\right)=-\vartheta(\alpha, \beta) \omega\left(x_{1}, \ldots, x_{i-1}, x_{i+1}, x_{i}, x_{i+2}, \ldots, x_{q}\right) \tag{2.6}
\end{equation*}
$$

for $x_{J} \in L, x_{i} \in L_{\alpha}, x_{i+1} \in L_{\beta}$. We denote by $c^{q}(L, M)$ the set of $q$-forms. Moreover, we define a differential $d: c^{q}(L, M) \rightarrow c^{q+1}(L, M)$ by

$$
\begin{align*}
d \omega\left(x_{1}, x_{2}, \ldots,\right. & \left.x_{q+1}\right)=\sum_{i=1}^{q+1}(-1)^{i+1} \vartheta\left(\alpha_{1}+\cdots+\alpha_{i-1}, \alpha_{i}\right) x_{i} \omega\left(x_{1}, \ldots, \check{x}_{i}, \ldots, x_{q+1}\right) \\
& +\sum_{i<j}(-1)^{i+j} \vartheta\left(\alpha_{1}+\cdots+\alpha_{i-1}, \alpha_{i}\right) \vartheta\left(\alpha_{i}+\cdots+\check{\alpha}_{i}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \\
& \times \omega\left(\left[x_{i}, x_{j}\right], x_{1}, \ldots, \check{x}_{i}, \ldots, \check{x}_{j}, \ldots, x_{q+1}\right) \tag{2.7}
\end{align*}
$$

for $\omega \in c^{q}(L, M), x_{l} \in L_{\alpha_{l}}, l=1, \ldots, q+1$. A $q$-form $\omega$ is called closed if $d \omega=0$.

Proposition 2.1. The differential $d$ satisfies $d^{2}=0$.
Proof. For $\omega \in c^{q}(L, M), x_{1} \in L_{\alpha_{1}}, \ldots, x_{q+2} \in L_{\alpha_{q+2}}$, we have $d^{2} \omega\left(x_{1}, \ldots, x_{q+2}\right)$

$$
\begin{aligned}
= & \sum_{i=1}^{q \ddagger 2}(-1)^{i+1} \vartheta\left(\alpha_{1}+\cdots+\alpha_{i-1}, \alpha_{i}\right) x_{i} d \omega\left(x_{1}, \ldots, \check{x}_{i}, \ldots, x_{q+2}\right) \\
& +\sum_{j<l}(-1)^{j+l} \vartheta\left(\alpha_{1}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \\
& \times \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right) d \omega\left(\left[x_{j}, x_{l}\right], x_{1}, \ldots, \check{x}_{j}, \ldots, \check{x}_{l}, \ldots, x_{q+2}\right) \\
= & \sum_{j<i}(-1)^{i+j} \vartheta\left(\alpha_{1}+\cdots+\alpha_{i-1}, \alpha_{i}\right) \vartheta\left(\alpha_{1}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \\
& \times x_{j} x_{i} \omega\left(x_{1}, \ldots, \check{x}_{j}, \ldots, \check{x}_{i}, \ldots, x_{q+2}\right) \\
& +\sum_{i<j}(-1)^{i+j+1} \vartheta\left(\alpha_{1}+\cdots+\alpha_{i-1}, \alpha_{i}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{i}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \\
& \times x_{j} x_{i} \omega\left(x_{1}, \ldots, \check{x}_{i}, \ldots, \check{x}_{j}, \ldots, x_{q+2}\right)
\end{aligned}
$$

$$
+\sum_{j<l<1}(-1)^{i+j+l+1} \vartheta\left(\alpha_{1}+\cdots+\alpha_{i-1}, \alpha_{i}\right) \vartheta\left(\alpha_{1}+\cdots+\alpha_{j-1}, \alpha_{j}\right)
$$

$$
\times \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right)
$$

$$
\times x_{i} \omega\left(\left[x_{j}, x_{l}\right], x_{1}, \ldots, \check{x}_{j}, \ldots, \check{x}_{l}, \ldots, \check{x}_{i}, \ldots, x_{q+2}\right)
$$

$$
+\sum_{j<i<l}(-1)^{i+j+l} \vartheta\left(\alpha_{1}+\cdots+\alpha_{i-1}, \alpha_{i}\right) \vartheta\left(\alpha_{1}+\cdots+\alpha_{j-1}, \alpha_{j}\right)
$$

$$
x \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{j}+\cdots+\check{\alpha}_{i}+\cdots+\alpha_{l-1}, \alpha_{l}\right)
$$

$$
\times x_{i} \omega\left(\left[x_{j}, x_{i}\right], x_{1}, \ldots, \check{x}_{j}, \ldots, \check{x}_{i}, \ldots, \check{x}_{l}, \ldots, x_{q+2}\right)
$$

$$
+\sum_{i<j<l}(-1)^{i+j+l-1} \vartheta\left(\alpha_{1}+\cdots+\alpha_{i-1}, \alpha_{i}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{i}+\cdots+\alpha_{j-1}, \alpha_{j}\right)
$$

$$
x \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{i}+\cdots+\check{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right)
$$

$$
\times x_{i} \omega\left(\left[x_{j}, x_{l}\right], x_{1}, \ldots, \check{x}_{i}, \ldots, \check{x}_{j}, \ldots, \check{x}_{l}, \ldots, x_{q+2}\right)
$$

$$
+\sum_{j<1}(-1)^{j+l} \vartheta\left(\alpha_{1}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right)
$$

$$
\times\left[x_{j}, x_{l}\right] \omega\left(x_{1}, \ldots, \check{x}_{j}, \ldots, \check{x}_{l}, \ldots, x_{q+2}\right)
$$

$$
+\sum_{j<l<i}(-1)^{i+j+l} \vartheta\left(\alpha_{1}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right)
$$

$$
\times \vartheta\left(\alpha_{1}+\cdots+\alpha_{i-1}, \alpha_{i}\right) x_{i} \omega\left(\left[x_{j}, x_{l}\right], x_{1}, \ldots, \check{x}_{j}, \ldots, \check{x}_{l}, \ldots, \check{x}_{i}, \ldots, x_{q+2}\right)
$$

$$
\begin{aligned}
& +\sum_{j<l<l}(-1)^{i+j+l+1} \vartheta \vartheta\left(\alpha_{1}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right) \\
& \times \vartheta\left(\alpha_{1}+\cdots+\alpha_{i-1}, \alpha_{i}\right) \vartheta\left(\alpha_{i}, \alpha_{i}\right) \\
& \times x_{i} \omega\left(\left[x_{j}, x_{l}\right], x_{1}, \ldots, \check{x}_{j}, \ldots, \check{x}_{i}, \ldots, \check{x}_{l}, \ldots, x_{q+2}\right) \\
& +\sum_{i<j<1}(-1)^{i+j+l} \vartheta\left(\alpha_{1}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right) \\
& \times \vartheta\left(\alpha_{1}+\cdots+\alpha_{i-1}, \alpha_{i}\right) \vartheta\left(\alpha_{j}+\alpha_{l}, \alpha_{i}\right) \\
& \times x_{i} \omega\left(\left[x_{j}, x_{l}\right\rceil, x_{1}, \ldots, \check{x}_{i}, \ldots, \check{x}_{j}, \ldots, \check{x}_{l}, \ldots, x_{q+2}\right) \\
& +\sum_{j<l<l}(-1)^{r+j+l} \vartheta\left(\alpha_{l}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right) \\
& \times \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{j} \cdots+\check{\alpha}_{i} \cdots+\alpha_{i-1}, \alpha_{l}\right) \\
& \times \omega\left(\left[\left[x_{j}, x_{l}\right], x_{i}\right], x_{1}, \ldots, \check{x}_{j}, \ldots, \check{x}_{l}, \ldots, \check{x}_{i}, \ldots, x_{q+2}\right) \\
& +\sum_{j<i<1}(-1)^{i+j+l+1} \vartheta\left(\alpha_{1}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right) \\
& \times \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{j}+\cdots+\alpha_{i-1}, \alpha_{i}\right) \\
& \times \omega\left(\left[\left[x_{j}, x_{l}\right], x_{i}\right], x_{1}, \ldots, \check{x}_{j}, \ldots, \check{x}_{i}, \ldots, \check{x}_{l}, \ldots, x_{q+2}\right) \\
& +\sum_{i<j<l}(-1)^{i+j+l} \vartheta\left(\alpha_{1}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right) \\
& \times \vartheta\left(\alpha_{1}+\cdots+\alpha_{i-1}, \alpha_{i}\right) \\
& <\omega\left(\left[\left[x_{j}, x_{l}\right], x_{i}\right], x_{1}, \ldots, \check{x}_{i}, \ldots, \check{x}_{j}, \ldots, \check{x}_{l}, \ldots, x_{q+2}\right) \\
& +\sum_{j<l<s<t}(-1)^{i+j+s+t} \\
& \times \vartheta\left(\alpha_{1}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \vartheta\left(\alpha_{1}+\cdots+\breve{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right) \\
& \times \vartheta\left(\alpha_{1}+\cdots+\alpha_{s-1}, \alpha_{s}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{s}+\cdots+\alpha_{t-1}, \alpha_{t}\right) \\
& \times \omega\left(\left[x_{s}, x_{t}\right],\left[x_{j}, x_{t}\right], x_{1}, \ldots, \check{x}_{j}, \ldots, \check{x}_{t}, \ldots, \check{x}_{s}, \ldots, \check{x}_{t}, \ldots, x_{q+2}\right) \\
& +\sum_{s<l<j<l}(-1)^{i+j+s+t} \\
& \times \vartheta\left(\alpha_{1}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \vartheta\left(\alpha_{1}+\cdots+\breve{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right) \\
& \times \vartheta\left(\alpha_{1}+\cdots+\alpha_{s-1}, \alpha_{s}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{s}+\cdots+\alpha_{t-1}, \alpha_{t}\right) \\
& \times \vartheta\left(\alpha_{j}+\alpha_{i}, \alpha_{s}+\alpha_{i}\right) \\
& \times \omega\left(\left[x_{s}, x_{t}\right],\left[x_{j}, x_{l}\right], x_{1}, \ldots, \check{x}_{s}, \ldots, \check{x}_{t}, \ldots, \check{x}_{j}, \ldots, \check{x}_{i}, \ldots, x_{q+2}\right) \\
& +\sum_{j<s<l<t}(-1)^{i+j+s+t-1}
\end{aligned}
$$

$$
\begin{align*}
& \times \vartheta\left(\alpha_{1}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right) \\
& \times \vartheta\left(\alpha_{1}+\cdots+\alpha_{s-1}, \alpha_{s}\right) \vartheta\left(\alpha_{l}+\cdots+\check{\alpha}_{s}+\cdots+\alpha_{t-1}, \alpha_{t}\right) \vartheta\left(\alpha_{l}, \alpha_{s}\right) \\
& \times \omega\left(\left[x_{s}, x_{t}\right],\left[x_{j}, x_{l}\right], x_{1}, \ldots, \check{x}_{j}, \ldots, \check{x}_{s}, \ldots, \check{x}_{l}, \ldots, \check{x}_{t}, \ldots, x_{q+2}\right) \\
& +\sum_{s<j<t<l}(-1)^{i+j+s+t+1} \\
& \times \vartheta\left(\alpha_{1}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right) \\
& \times \vartheta\left(\alpha_{1}+\cdots+\alpha_{s-1}, \alpha_{s}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{s}+\cdots+\alpha_{t-1}, \alpha_{t}\right) \\
& \times \vartheta\left(\alpha_{j}+\alpha_{l}, \alpha_{s}\right) \vartheta\left(\alpha_{l}, \alpha_{t}\right) \\
& \times \omega\left(\left[x_{s}, x_{t}\right],\left[x_{j}, x_{l}\right], x_{1}, \ldots, \check{x}_{s}, \ldots, \check{x}_{j}, \ldots, \check{x}_{t}, \ldots, \check{x}_{l}, \ldots, x_{q+2}\right) \\
& +\sum_{j<s<t<l}(-1)^{i+j+s+t} \\
& \times \vartheta\left(\alpha_{1}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right) \\
& \times \vartheta\left(\alpha_{1}+\cdots+\alpha_{s-1}, \alpha_{s}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{s}+\cdots+\alpha_{t-1}, \alpha_{t}\right) \vartheta\left(\alpha_{l}, \alpha_{s}+\alpha_{t}\right) \\
& \times \omega\left(\left[x_{s}, x_{t}\right],\left[x_{j}, x_{l}\right], x_{1}, \ldots, \check{x}_{j}, \ldots, \check{x}_{s}, \ldots, \check{x}_{t}, \ldots, \check{x}_{l}, \ldots, x_{q+2}\right) \\
& +\sum_{s<j<l<t}(-1)^{i+j+s+t} \\
& \times \vartheta\left(\alpha_{t}+\cdots+\alpha_{j-1}, \alpha_{j}\right) \vartheta\left(\alpha_{l}+\cdots+\check{\alpha}_{j}+\cdots+\alpha_{l-1}, \alpha_{l}\right) \\
& \times \vartheta\left(\alpha_{1}+\cdots+\alpha_{s-1}, \alpha_{s}\right) \vartheta\left(\alpha_{1}+\cdots+\check{\alpha}_{s}+\cdots+\alpha_{t-1}, \alpha_{t}\right) \vartheta\left(\alpha_{j}+\alpha_{l}, \alpha_{s}\right) \\
& \times \omega\left(\left[x_{s}, x_{t}\right],\left[x_{j}, x_{l}\right], x_{1}, \ldots, \check{x}_{s}, \ldots, \check{x}_{j}, \ldots, \check{x}_{l}, \ldots, \check{x}_{t}, \ldots, x_{q+2}\right) \tag{2.8}
\end{align*}
$$

which is equal to zero because of the following: the sum of the first two summations and the sixth is zero by (2.2); the sum of the third summation and the seventh is zero; the sum of the fourth summation and the eighth is zero; the sum of the fifth summation and the nineth is zero; the sum of the tenth to twelfth is zero by (2.3); the sum of the thirteenth summation and fourteenth, the sum of the fifteenth and sixteenth and the sum of the seventeenth and eighteenth are zero by (2.2).

Let $\omega \in c^{2}(L, M)$. We define
$\mathcal{H}_{\alpha}=\left\{(x, m) \in L_{\alpha} \times M \mid \omega(y, x)=y m\right.$ for $\left.y \in L\right\} \quad \mathcal{H}=\sum_{\alpha \in \Gamma} \mathcal{H}_{\alpha} \subset L \times M$.
Now we suppose that $\omega$ is closed. Then for $\left(x_{i}, m_{i}\right) \in \mathcal{H}_{\alpha_{1}}, i=1,2,3$, we have

$$
\begin{aligned}
d \omega\left(x_{1}, x_{2}, x_{3}\right) & =x_{1} \omega\left(x_{2}, x_{3}\right)-\vartheta\left(\alpha_{1}, \alpha_{2}\right) x_{2} \omega\left(x_{1}, x_{3}\right)+\vartheta\left(\alpha_{1}+\alpha_{2}, \alpha_{3}\right) x_{3} \omega\left(x_{1}, x_{2}\right) \\
& -\omega\left(\left[x_{1}, x_{2}\right], x_{3}\right)-\vartheta\left(\alpha_{1}, \alpha_{2}+\alpha_{3}\right) \omega\left(\left[x_{2}, x_{3}\right], x_{1}\right)+\vartheta\left(\alpha_{2}, \alpha_{3}\right) \omega\left(\left[x_{1}, x_{3}\right], x_{2}\right) \\
= & -\vartheta\left(\alpha_{2}, \alpha_{3}\right) x_{1} x_{3} m_{2}+\vartheta\left(\alpha_{1}, \alpha_{2}+\alpha_{3}\right) x_{2} x_{3} m_{1}+\vartheta\left(\alpha_{1}+\alpha_{2}, \alpha_{3}\right) x_{3} \omega\left(x_{1}, x_{2}\right) \\
& -\omega\left(\left[x_{1}, x_{2}\right], x_{3}\right)-\vartheta\left(\alpha_{1}, \alpha_{2}+\alpha_{3}\right)\left[x_{2}, x_{3}\right] m_{1}+\vartheta\left(\alpha_{2}, \alpha_{3}\right)\left[x_{1}, x_{3}\right] m_{2}
\end{aligned}
$$

$$
\begin{align*}
= & \vartheta\left(\alpha_{1}+\alpha_{2}, \alpha_{3}\right) x_{3} \omega\left(x_{1}, x_{2}\right)-\omega\left(\left[x_{1}, x_{2}\right], x_{3}\right) \\
& +\vartheta\left(\alpha_{1}, \alpha_{2}+a l_{3}\right) \vartheta\left(\alpha_{2}, \alpha_{3}\right) x_{3} x_{2} m_{1}-\vartheta\left(\alpha_{2}, \alpha_{3}\right) \vartheta\left(\alpha_{1}, \alpha_{3}\right) x_{3} x_{1} m_{2} \\
= & \vartheta\left(\alpha_{1}+\alpha_{2}, \alpha_{3}\right) x_{3} \omega\left(x_{1}, x_{2}\right)-\omega\left(\left[x_{1}, x_{2}\right], x_{3}\right) \\
& +\vartheta\left(\alpha_{1}+\alpha_{2}, \alpha_{3}\right) \vartheta\left(\alpha_{1}, \alpha_{2}\right) x_{3} \omega\left(x_{2}, x_{1}\right)-\vartheta\left(\alpha_{1}+\alpha_{2}, \alpha_{3}\right) x_{3} \omega\left(x_{1}, x_{2}\right) \\
= & -\omega\left(\left[x_{1}, x_{2}\right], x_{3}\right)-\vartheta\left(\alpha_{1}+\alpha_{2}, \alpha_{3}\right) x_{3} \omega\left(x_{1}, x_{2}\right) . \tag{2.10}
\end{align*}
$$

Thus we have

$$
\begin{equation*}
\omega\left(x_{3},\left[x_{1}, x_{2}\right]\right)=-\vartheta\left(\alpha_{3}, \alpha_{1}+\alpha_{2}\right) \omega\left(\left[x_{1}, x_{2}\right], x_{3}\right)=x_{3} \omega\left(x_{1}, x_{2}\right) \tag{2.11}
\end{equation*}
$$

by $d \omega=0$. Hence $\left(\left[x_{1}, x_{2}\right], \omega\left(x_{1}, x_{2}\right)\right) \in \mathcal{H}$. Therefore, we can define an operation $[\cdot, \cdot]$ on $\mathcal{H}$ by
$\left[\left(x_{1}, m_{1}\right),\left(x_{2}, m_{2}\right)\right]=\left(\left[x_{1}, x_{2}\right], \omega\left(x_{1}, x_{2}\right)\right)=\left(\left[x_{1}, x_{2}\right],\left(x_{1} m_{2}-\vartheta\left(\alpha_{1}, \alpha_{2}\right) x_{2} m_{1}\right) / 2\right)$
for $\left(x_{i}, m_{i}\right) \in \mathcal{H}_{\alpha_{i}}$.
Theorem 2.2. For a closed 2-form $\omega$, the family ( $\mathcal{H}, \Gamma, \vartheta,[\cdot, \cdot]$ ) forms a coloured Lie superalgebra.

Proof. The super skew-symmetry follows by (2.12). For $\left(x_{i}, m_{i}\right) \in \mathcal{H}_{\alpha_{1}}, i=1,2,3$, we have

$$
\begin{align*}
& {\left[\left(x_{1}, m_{1}\right),\left[\left(x_{2}, m_{2}\right),\left(x_{3}, m_{3}\right)\right]\right]} \\
& \\
& \quad=\left[\left(x_{1}, m_{1}\right),\left(\left[x_{2}, x_{3}\right], \omega\left(x_{2}, x_{3}\right)\right)\right] \\
& \\
& =\left(\left[x_{1},\left[x_{2}, x_{3}\right]\right], \omega\left(x_{1},\left[x_{2}, x_{3}\right]\right)\right)  \tag{2.13}\\
& \\
& \quad=\left(\left[x_{1},\left[x_{2}, x_{3}\right]\right],\left(\omega\left(x_{1},\left[x_{2}, x_{3}\right]\right)+x_{1} \omega\left(x_{2}, x_{3}\right)\right) / 2\right) \\
& \\
& \quad=\left(\left[x_{1},\left[x_{2}, x_{3}\right]\right],\left(-\vartheta\left(\alpha_{1}, \alpha_{2}+\alpha_{3}\right) \omega\left(\left[x_{2}, x_{3}\right], x_{1}\right)+x_{1} \omega\left(x_{2}, x_{3}\right)\right) / 2\right)
\end{align*}
$$

Hence the left-hand side of the Jacobi identity (2.3) is equal to zero
$\left[\left(x_{1}, m_{1}\right),\left[\left(x_{2}, m_{2}\right),\left(x_{3}, m_{3}\right)\right]\right]+\vartheta\left(\alpha_{1}, \alpha_{2}+\alpha_{3}\right)\left[\left(x_{2}, m_{2}\right),\left[\left(x_{3}, m_{3}\right),\left(x_{1}, m_{1}\right)\right]\right]$

$$
\begin{align*}
& +\vartheta\left(\alpha_{1}+\alpha_{2}, \alpha_{3}\right)\left[\left(x_{3}, m_{3}\right),\left[\left(x_{1}, m_{1}\right),\left(x_{2}, m_{2}\right)\right]\right] \\
= & \left(\left[x_{1},\left[x_{2}, x_{3}\right]\right]+\vartheta\left(\alpha_{1}, \alpha_{2}+\alpha_{3}\right)\left[x_{2},\left[x_{3}, x_{1}\right]\right]+\vartheta\left(\alpha_{1}+\alpha_{2}, \alpha_{3}\right)\left[x_{3},\left[x_{1}, x_{2}\right]\right],\right. \\
& \left(x_{1} \omega\left(x_{2}, x_{3}\right)+\vartheta\left(\alpha_{1}, \alpha_{2}+\alpha_{3}\right) x_{2} \omega\left(x_{3}, x_{1}\right)+\vartheta\left(\alpha_{1}+\alpha_{2}, \alpha_{3}\right) x_{3} \omega\left(x_{1}, x_{2}\right)\right. \\
& -\vartheta\left(\alpha_{1}, \alpha_{2}+\alpha_{3}\right) \omega\left(\left[x_{2}, x_{3}\right], x_{1}\right) \\
& -\vartheta\left(\alpha_{1}, \alpha_{2}+\alpha_{3}\right) \vartheta\left(\alpha_{2}, \alpha_{1}+\alpha_{3}\right) \omega\left(\left[x_{3}, x_{1}\right], x_{2}\right) \\
& \left.\left.-\vartheta\left(\alpha_{1}+\alpha_{2}, \alpha_{3}\right) \vartheta\left(\alpha_{3}, \alpha_{1}+\alpha_{2}\right) \omega\left(\left[x_{1}, x_{2}\right], x_{3}\right)\right) / 2\right) \\
= & \left(0, d \omega\left(x_{1}, x_{2}, x_{3}\right) / 2\right) \\
= & 0 . \tag{2.14}
\end{align*}
$$

Therefore, the Jacobi identity is satisfied.

Set

$$
\begin{align*}
& \mathcal{R}_{\omega}^{l}=\{x \in L \mid \omega(x, y)=0 \text { for any } y \in L\}  \tag{2.15}\\
& \mathcal{R}_{\omega}^{r}=\{x \in L \mid \omega(y, x)=0 \text { for any } y \in L\} \tag{2.16}
\end{align*}
$$

In general, $\mathcal{R}_{\omega}^{l} \neq \mathcal{R}_{\omega}^{r}$. If $\mathcal{R}_{\omega}^{l}$ and $\mathcal{R}_{\omega}^{r}$ are $\Gamma$-graded, then $\mathcal{R}_{\omega}^{l}=\mathcal{R}_{\omega}^{r}$. We call $\omega \Gamma$-admissible if $\mathcal{R}_{\omega}^{l}$ and $\mathcal{R}_{\omega}^{\tau}$ are $\Gamma$-graded. We assume now that $\omega$ is $\Gamma$-admissible and for any $u \in M$, $\left(L_{\alpha}, u\right) \cap \mathcal{H} \neq \emptyset$ for at most one $\alpha \in \Gamma$. Set

$$
\begin{equation*}
\mathcal{N}_{\alpha}=\left\{u \in M \mid\left(L_{\alpha}, u\right) \bigcap \mathcal{H} \neq \emptyset\right\} \quad \mathcal{N}=\sum_{\alpha \in \Gamma} \mathcal{N}_{\alpha} \tag{2.17}
\end{equation*}
$$

Then $\mathcal{N}$ is $\Gamma$-graded. Furthermore, we define $\{\cdot, \cdot\}$ on $\mathcal{N}$ by

$$
\begin{equation*}
\left\{m_{1}, m_{2}\right\}=\omega\left(x_{1}, x_{2}\right) \quad \text { for }\left(x_{1}, m_{1}\right),\left(x_{2}, m_{2}\right) \in \mathcal{H} \tag{2.18}
\end{equation*}
$$

This is a well defined operation since if $(x, m),\left(x, m^{\prime}\right) \in \mathcal{H}$, then $x-x^{\prime} \in \mathcal{R}_{\omega}^{l}=\mathcal{R}_{\omega}^{r}$. Moreover, $(\mathcal{N}, \Gamma, \vartheta,\{r, \cdot\})$ forms a coloured Lie superalgebra. We call $\omega$ a super symplectic structure on ( $L, M$ ). The operation $\{\cdot, \cdot\}$ defined in (2.18) is called the Poisson superbracket associated with this structure.

Let $\Omega$ be a subspace of $c^{1}(L, M)$ such that $d M \subset \Omega$. Suppose that $H: \Omega \rightarrow L$ is a linear map. We call $H \Gamma$-admissible if

$$
\begin{equation*}
H(\Omega)=\bigoplus_{\alpha \in \Gamma} H(\Omega)_{\alpha} \quad \text { where } H(\Omega)_{\alpha}=H(\Omega) \bigcap L_{\alpha} \tag{2.19}
\end{equation*}
$$

Moreover, $H$ is called super skew-symmetric if

$$
\begin{equation*}
\xi_{1}\left(H \xi_{2}\right)=-\vartheta\left(\alpha_{1}, \alpha_{2}\right) \xi_{2}\left(H \xi_{1}\right) \quad \text { where } H \xi_{i} \in(H(\Omega))_{\alpha_{1}} \tag{2.20}
\end{equation*}
$$

With a super skew-symmetric $\Gamma$-admissible linear map $H: \Omega \rightarrow L$, we connect a 2 -form $\omega_{H}$ defined on $\operatorname{Im} H$ by

$$
\begin{equation*}
\omega_{H}\left(H \xi_{1}, H \xi_{2}\right)=\xi_{2}\left(H \xi_{1}\right) \quad \text { for } \xi_{1}, \xi_{2} \in \Omega \tag{2.21}
\end{equation*}
$$

Definition 2.3. We say that a super skew-symmetric $\Gamma$-admissible linear map $H: \Omega \rightarrow L$ is Hamiltonian if
(a) the subspace $\operatorname{Im} H$ of $L$ is a subalgebra;
(b) the form $\omega_{H}$ is $\Gamma$-admissible and $d \omega_{H} \equiv 0$ on $H(\Omega)$.

Let $H$ be a Hamiltonian operator. Moreover, we suppose that $H(d M)$ is $\Gamma$-graded. Then the space $\mathcal{H}$ defined in (2.9) becomes

$$
\begin{equation*}
\mathcal{H}=\{(H d m, m) \mid m \in M\} \tag{2.22}
\end{equation*}
$$

Furthermore, we define an operation $\{\cdot, \cdot\}_{H}$ on $M$ by

$$
\begin{equation*}
\left\{m_{1}, m_{2}\right\}_{H}=d m_{2}\left(H d m_{1}\right)=\left(H d m_{1}\right)\left(m_{2}\right) \quad \text { for } m_{1}, m_{2} \in M \tag{2.23}
\end{equation*}
$$

Then ( $M, \Gamma, \vartheta,\{\cdot, \cdot\}$ ) forms a coloured Lie superalgebra, where

$$
\begin{equation*}
M=\bigoplus_{\alpha \in \Gamma} M_{\alpha} \quad M_{\alpha}=\left\{m \in M \mid H d m \in H(\Omega)_{\alpha}\right\} \tag{2.24}
\end{equation*}
$$

The map $H d: M \rightarrow L$ is Lie superalgebra homomorphism from $M$ to $L$.

Remark 2.4. Let $\mathcal{M}$ be a supermanifold defined in chapter 2 of [D]. Let $\mathcal{F}(\mathcal{M})$ be the set of scalar fields (analogues of differentiable functions of a manifold). Note that $\mathcal{F}(\mathcal{M})$ forms a super-commutative algebra (cf [D]). The set $\mathcal{X}(\mathcal{M})$ of contravariant vector fields of $\mathcal{M}$ forms a Lie superalgebra, and $\mathcal{F}(\mathcal{M})$ is module of $\mathcal{X}(\mathcal{M})$ (cf [D]). A Hamiltonian operator associated with $(\mathcal{X}(\mathcal{M}), \mathcal{F}(\mathcal{M}))$ provides a super-Lie-Poisson structure over $\mathcal{M}$. We would like to present a detailed study of this in our future work.

## 3. Super formal variational calculus

In this section, we shall present a super version of the formal variational calculus introduced by Gel'fand and Dikii [GDil-2]. Our idea follows the observation that the formal variational calculus can be written in terms of the well known free bosonic fields in physics. We want to establish an analogous theory associated with the well known free fermionic fields in physics.

Let $\mathcal{S}$ be a vector space with a non-degenerate symmetric bilinear form $\langle\cdot, \cdot\rangle$. Set

$$
\begin{equation*}
\hat{\mathcal{S}}=\mathbb{F}[t] t^{\frac{1}{2}} \otimes_{\mathbb{F}} \mathcal{S} \tag{3.1}
\end{equation*}
$$

where $t$ is an indeterminant. Denote

$$
\begin{equation*}
h(n)=t^{n} \otimes h \quad \text { for } h \in \mathcal{S}, l \in \mathbb{Z}+\frac{1}{2} \tag{3.2}
\end{equation*}
$$

We extend $\langle\cdot, \cdot\rangle$ to $\hat{\mathcal{S}}$ by

$$
\begin{equation*}
\left\langle h(m), h^{\prime}(n)\right\rangle=\delta_{m+n, 0}\left(h, h^{\prime}\right\rangle \quad \text { for } h, h^{\prime} \in H ; m, n \in \mathbb{Z}+\frac{1}{2} \tag{3.3}
\end{equation*}
$$

Let $A_{\mathcal{S}}$ be the free algebra generated by $\hat{\mathcal{S}}$ and let $J$ be the ideal of $A_{\mathcal{S}}$ generated by

$$
\begin{equation*}
\{u v+v u-\langle u, v\rangle \mid u, v \in \hat{\mathcal{S}}\} . \tag{3.4}
\end{equation*}
$$

Then we have a Clifford algebra

$$
\begin{equation*}
V=A_{S} / J \tag{3.5}
\end{equation*}
$$

Set

$$
\begin{equation*}
\mathbb{N}^{\prime}=\left\{\left.l \in \mathbb{Z}+\frac{1}{2} \right\rvert\, l>0\right\} \quad \hat{\mathcal{S}}_{ \pm}=\left\{h(l) \mid 0< \pm l \in \mathbb{N}^{\prime}\right\} \tag{3.6}
\end{equation*}
$$

We denote by $V^{ \pm}$the subalgebra generated by $\hat{\mathcal{S}}_{ \pm}$. Then $V^{ \pm}$are the exterior algebras generated by $\hat{\mathcal{S}}_{ \pm}$. Moreover

$$
\begin{equation*}
V=V^{-} V^{+} \tag{3.7}
\end{equation*}
$$

Let $\mathbb{F} v_{0}$ be a one-dimensional $V^{+}$-module such that

$$
\begin{equation*}
x v_{0}=0 \quad \text { for } x \in \hat{\mathcal{S}}^{+} \tag{3.8}
\end{equation*}
$$

We form an induced module

$$
\begin{equation*}
\mathcal{U}=V \otimes_{V^{+}} \mathbb{F} v_{0} \tag{3.9}
\end{equation*}
$$

By (3.7),

$$
\begin{equation*}
\mathcal{U} \cong V^{-} \quad \text { as vector spaces. } \tag{3.10}
\end{equation*}
$$

We identify $y \otimes v_{0}$ with $y$ for $y \in V^{-}$. In this way, we can view the elements of $\hat{\mathcal{S}}_{+}$as 'super-derivations' of the exterior algebra $V^{-}$. Set

$$
\begin{align*}
& \mathcal{U}_{0}=\operatorname{span}\left\{h_{1}\left(-l_{1}\right) \cdots h_{2 k}\left(-l_{2 k}\right) \mid 0 \leqslant k \in \mathbb{Z}, 0<l_{i} \in \mathbb{N}^{\prime}\right\}  \tag{3.11}\\
& \mathcal{U}_{1}=\operatorname{span}\left\{h_{1}\left(-l_{1}\right) \cdots h_{2 k+1}\left(-l_{2 k+1}\right) \mid 0 \leqslant k \in \mathbb{Z}, 0<l_{i} \in \mathbb{N}^{\prime}\right\} . \tag{3.12}
\end{align*}
$$

Then $\mathcal{U}\left(\equiv V^{-}\right)$is a $\mathbb{Z}_{2}$-graded algebra, where $\mathbb{Z}_{2}=\mathbb{Z} /(2)$ and we use the notion $\mathbb{Z}_{2}=\{0,1\}$ when the context is clear. In fact

$$
\begin{equation*}
x y=(-1)^{i j} y x \quad \text { for } x \in \mathcal{U}_{i}, y \in U_{j} \tag{3.13}
\end{equation*}
$$

Let $\left\{s_{i} \mid i \in I\right\}$ be an orthnormal basis of $\mathcal{S}$, where $I$ is an index set. For $i \in \mathbb{Z}_{2}$, we set

$$
\begin{equation*}
L_{i+1}=\left\{\sum_{j \in I} \sum_{l \in \mathbb{N}^{\prime}} u_{j, l} s_{j}(l) \mid u_{j, l} \in \mathcal{U}_{i}\right\} . \tag{3.14}
\end{equation*}
$$

Note that for $\partial \in L_{i}, u \in \mathcal{U}_{j}, v \in \mathcal{U}$,

$$
\begin{equation*}
\partial(u v)=\partial(u) v+(-1)^{i j} u \partial(v) \tag{3.15}
\end{equation*}
$$

Thus $L=L_{0} \oplus L_{1}$ is a set of super-derivations on $\mathcal{U}$. For $\partial_{\mathrm{I}}=\sum_{j \in I} \sum_{l \in \mathbb{N}^{\prime}} u_{j, l}^{1} s_{j}(l) \in L_{i_{1}}$, $\partial_{2}=\sum_{j \in I} \sum_{l \in \mathbb{N}^{N}} u_{j, l}^{2} s_{j}(l) \in L_{i_{2}}$, we define
$\left[\partial_{1}, \partial_{2}\right]=\sum_{j, p \in H} \sum_{l, q \in \mathbb{N}^{\prime}}\left(u_{p, q}^{1} s_{p}(q)\left(u_{j, l}^{2}\right)-(-1)^{i_{1} i_{2}} u_{p, q}^{2} s_{p}(q)\left(u_{j, l}^{1}\right)\right) s_{j}(l) \in L_{i_{1}+i_{2}}$.
It can be proved that acting on $\mathcal{U}$

$$
\begin{equation*}
\left[\partial_{1}, \partial_{2}\right]=\partial_{1} \partial_{2}-(-1)^{i_{1} i_{2}} \partial_{2} \partial_{1} \tag{3.17}
\end{equation*}
$$

Define $\vartheta ; \mathbb{Z}_{2} \times \mathbb{Z}_{2} \rightarrow \mathbb{F}^{\times}$by $\vartheta(i, j)=(-1)^{i j}$. Then $\left(L, \mathbb{Z}_{2}, \vartheta,[\cdot, \cdot]\right)$ forms a Lie superalgebra.

Set

$$
\begin{equation*}
D=\sum_{j \in I} \sum_{l \in \mathbb{N}^{\prime}}\left(l+\frac{1}{2}\right) s_{j}(-l-1) s_{j}(l) \in L_{0} \tag{3.18}
\end{equation*}
$$

A direct verification shows that
$D\left(h\left(-l-\frac{1}{2}\right)\right)=(l+1) h\left(-l-\frac{3}{2}\right) \quad\left[D, h\left(l+\frac{1}{2}\right)\right]=-l h\left(l-\frac{1}{2}\right)$
for $h \in \mathcal{S}, l \in \mathbb{N}^{\prime}$ (cf [FFR, T, X2]).

## Remark 3.1.

(a) The operator $D$ is an analogue of $d / d x$ in the formal varational calculus [GDi1-2].
(b) We can view $\mathcal{U}$ as a Fock space of the following free fermionic fields:

$$
\begin{equation*}
s_{j}(z)=\sum_{m \in \mathbf{Z}} s_{j}\left(m+\frac{1}{2}\right) z^{-m-1} \quad j \in I \tag{3.20}
\end{equation*}
$$

which can be viewed as 'operator valued functions' on $\mathcal{U}$ (cf [FFR, T, X1], for example), In this way, our operator $D$ coincides with the Virasoro operator $L(-1)$ (cf [FFR, T, X1], for example).

Lemma 3.2. For $\partial=\sum_{j \in l} \sum_{l \in \mathbb{N}^{\prime}} u_{j, l} s_{j}(l) \in L,[\partial, D]=0$ if and only if

$$
\begin{equation*}
u_{j, n+\frac{1}{2}}=\frac{D^{n}}{n!}\left(u_{j, \frac{1}{2}}\right) \quad 0 \leqslant n \in \mathbb{Z} \tag{3.21}
\end{equation*}
$$

Proof. Note that

$$
\begin{equation*}
[\partial, D]=\sum_{j \in I} \sum_{0 \leqslant n \in \mathbb{Z}}\left(D\left(u_{j, n+\frac{1}{2}}\right)-(n+1) u_{j, n+1+\frac{1}{2}}\right) s_{j}\left(n+\frac{1}{2}\right) . \tag{3.22}
\end{equation*}
$$

Thus $[\partial, D]=0$ is equivalent to

$$
\begin{equation*}
D\left(u_{j, n+\frac{1}{2}}\right)=(n+1) u_{j, n+1+\frac{1}{2}} . \tag{3.23}
\end{equation*}
$$

Then (3.21) follows by induction on $n$.

Set

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{1}+\mathcal{L}_{2} \subset \mathcal{U}^{I} \quad \mathcal{L}_{i}=\left(\mathcal{U}_{i}\right)^{I} \tag{3.24}
\end{equation*}
$$

For any $\bar{u}=\left\{u_{i} \mid i \in I\right\} \in \mathcal{L}$, we let

$$
\begin{equation*}
\partial_{\bar{u}}=\sum_{j \in I} \sum_{0 \leqslant n \in \mathbb{Z}} \frac{D^{n}}{n!}\left(u_{j}\right) s_{j}\left(n+\frac{1}{2}\right) \in L . \tag{3.25}
\end{equation*}
$$

Then $\left[\partial_{\bar{u}}, D\right]=0$.
For $\bar{u}=\left\{u_{i}\right\} \in \mathcal{L}_{i}, \bar{v}=\left\{v_{i}\right\} \in \mathcal{L}_{j}$,

$$
\begin{align*}
{\left[\partial_{\bar{u}}, \partial_{\bar{v}}\right]=} & \sum_{p, q \in l} \sum_{0 \leqslant m, n \in \mathbb{Z}}\left[\frac{D^{m}\left(u_{p}\right)}{m!} s_{p}\left(m+\frac{1}{2}\right)\left(\frac{D^{n}\left(v_{q}\right)}{n!}\right)\right. \\
& \left.-(-1)^{(i+1)(j+1)} \frac{D^{m}\left(v_{p}\right)}{m!} s_{p}\left(m+\frac{1}{2}\right)\left(\frac{D^{n}\left(u_{q}\right)}{n!}\right)\right] s_{q}\left(n+\frac{1}{2}\right) \\
= & \sum_{p, q \in l} \sum_{0 \leqslant m, n \in \mathbb{Z}} \frac{D^{n}}{n!}\left(\frac{D^{m}\left(u_{p}\right)}{m!} s_{p}\left(m+\frac{1}{2}\right)\left(v_{q}\right)\right. \\
& \left.-(-1)^{(i+1)(j+1)} \frac{D^{m}\left(v_{p}\right)}{m!} s_{p}\left(m+\frac{1}{2}\right)\left(u_{q}\right)\right) s_{q}\left(n+\frac{1}{2}\right) \\
= & \partial_{\bar{W}} \tag{3.26}
\end{align*}
$$

where

$$
\begin{align*}
\bar{w}=\left\{\sum_{p \in I} \sum_{0 \leqslant m \in \mathbb{Z}}\right. & \left(\frac{D^{m}\left(u_{p}\right)}{m!} s_{p}\left(m+\frac{1}{2}\right)\left(v_{q}\right)\right. \\
& \left.\left.-(-1)^{(i+1)(j+1)} \frac{D^{m}\left(v_{p}\right)}{m!} s_{p}\left(m+\frac{1}{2}\right)\left(u_{q}\right)\right) \mid q \in I\right\} . \tag{3.27}
\end{align*}
$$

Thus if we define

$$
\begin{equation*}
[\bar{u}, \bar{v}]=\bar{w} \tag{3.28}
\end{equation*}
$$

then $\left(\mathcal{L}, \mathbb{Z}_{2}, \vartheta,[\cdot, \cdot]\right)$ forms a Lie superalgebra.
Next we define variational operators on $\mathcal{U}$ :

$$
\begin{equation*}
\delta_{i}=\sum_{m=0}^{\infty} \frac{(-D)^{m}}{m!} \circ s_{i}\left(m+\frac{1}{2}\right) \quad \bar{\delta}=\left\{\delta_{i} \mid i \in I\right\} \tag{3.29}
\end{equation*}
$$

Lemma 3.4. For any $u \in \mathcal{U} \hat{S}_{-}$,

$$
\begin{equation*}
\bar{\delta}(u)=0 \Longleftrightarrow u=D(v) \quad \text { for some } v \in \mathcal{U} . \tag{3.30}
\end{equation*}
$$

## Proof. Set

$\bar{s}=\left\{s_{i}\left(-\frac{1}{2}\right)\right\} \quad D_{0}=\partial_{\bar{s}}=\sum_{i \in I} \sum_{m=0}^{\infty} s_{i}\left(-m-\frac{1}{2}\right) s_{i}\left(m+\frac{1}{2}\right) \in \mathcal{L}_{0}$.
For any $h_{1}\left(-l_{1}\right) \cdots h_{p}\left(-l_{p}\right) \in \mathcal{U}$, we have

$$
\begin{equation*}
D_{0}\left(h_{1}\left(-l_{1}\right) \cdots h_{p}\left(-l_{p}\right)\right)=p h_{1}\left(-l_{1}\right) \cdots h_{p}\left(-l_{p}\right) \tag{3.32}
\end{equation*}
$$

Thus $D_{0}\left(\mathcal{U} \hat{S}_{-}\right)=\mathcal{U} \hat{S}_{-}$and $\left.D_{0}\right|_{\mathcal{U}} \hat{S}_{-}$is a linear isomorphism. If $\vec{\delta}(u)=0$, then

$$
\begin{equation*}
\delta_{i}(u)=\sum_{m=0}^{\infty} \frac{(-D)^{m}}{m!}\left(s_{i}\left(m+\frac{1}{2}\right)(u)\right)=0 \quad \text { for } i \in I . \tag{3.33}
\end{equation*}
$$

Therefore

$$
\begin{align*}
& s_{i}\left(-\frac{1}{2}\right) s_{i}\left(\frac{1}{2}\right)(u)=\sum_{m=1}^{\infty} s_{i}\left(-\frac{1}{2}\right) D \frac{(-D)^{m-1}}{m!}\left(s_{i}\left(m+\frac{1}{2}\right)(u)\right) \\
&= D\left(\sum_{m=1}^{\infty} s_{i}\left(-\frac{1}{2}\right) \frac{(-D)^{m-1}}{m!}\left(s_{i}\left(m+\frac{1}{2}\right)(u)\right)\right)-s_{i}\left(-1-\frac{1}{2}\right) s_{i}\left(1+\frac{1}{2}\right)(u) \\
&+\sum_{m=1}^{\infty} s_{i}\left(-1-\frac{1}{2}\right) D \frac{(-D)^{m-1}}{(m+1)!}\left(s_{i}\left(m+1+\frac{1}{2}\right)(u)\right) \\
&= \cdots \\
&=-\sum_{m=1}^{\infty} s_{i}\left(-m-\frac{1}{2}\right) s_{i}\left(m+\frac{1}{2}\right)(u)+D(w) \quad \text { for some } w \in U \tag{3.34}
\end{align*}
$$

where the last step follows by induction and the fact that $s_{i}\left(m+\frac{1}{2}\right)(u)=0$ for sufficiently large $m$. Thus

$$
\begin{equation*}
D_{0}(u)=D(w) \tag{3.35}
\end{equation*}
$$

By (3.19) and (3.32)

$$
\begin{equation*}
\left[D_{0}, D\right]=0 \tag{3.36}
\end{equation*}
$$

Hence $u=D\left(\left(\left.D_{0}\right|_{\mathcal{s _ { - }}}\right)^{-1}(w)\right) \in D(\mathcal{U})$. Conversely, if $u=D(v)$,

$$
\begin{align*}
\delta_{i}(D(v))= & \sum_{m=0}^{\infty} \frac{(-D)^{m}}{m!}\left(s_{i}\left(m+\frac{1}{2}\right) D(v)\right) \\
= & -\sum_{m=0}^{\infty} \frac{(-D)^{m+1}}{m!}\left(s_{i}\left(m+\frac{1}{2}\right)(v)\right) \\
& +\sum_{m=1}^{\infty} \frac{(-D)^{m}}{(m-1)!}\left(s_{i}\left(m-1+\frac{1}{2}\right)(v)\right) \\
= & 0 \tag{3.37}
\end{align*}
$$

Now we let

$$
\begin{equation*}
\tilde{\mathcal{U}}=\mathcal{U} / D(\mathcal{U}) \tag{3.38}
\end{equation*}
$$

We define an action of $\mathcal{L}$ on $\tilde{\mathcal{U}}$ by

$$
\begin{align*}
\bar{u}(\tilde{w}) & =\partial_{\bar{u}}(w)+D(\mathcal{U}) \\
& =\sum_{i \in I} \sum_{m=0}^{\infty} \frac{D^{m}\left(u_{i}\right)}{m!} s_{i}\left(m+\frac{1}{2}\right)(w)+D(\mathcal{U}) \\
& =\sum_{i \in I} u_{i} \delta_{i}(w)+D(\mathcal{U}) \\
& =\sum_{i \in I}\left(u_{i} \delta_{i}(w)\right)^{\sim} \tag{3.39}
\end{align*}
$$

This is well defined since $\left[\partial_{\bar{u}}, D\right]=0$. Thus $\tilde{\mathcal{U}}$ forms an $\mathcal{L}$-module. Furthermore, we set

$$
\begin{equation*}
\Omega=\left\{\bar{\xi}=\left\{\xi_{i}\right\} \in \mathcal{U}^{l} \mid \text { only finite number of } \xi_{i} \neq 0\right\} \tag{3.40}
\end{equation*}
$$

For any $\bar{\xi} \in \Omega, \bar{u} \in \mathcal{L}$, we define

$$
\begin{equation*}
\bar{\xi}(\bar{u})=\sum_{i \in I}\left(u_{i} \xi_{i}\right)^{\sim} \tag{3.41}
\end{equation*}
$$

Then $\Omega \subset c^{1}(\mathcal{L}, \tilde{\mathcal{U}})$. Note that by (3.39)

$$
\begin{equation*}
d(\tilde{w})=\bar{\delta}(w) \in \Omega \quad \text { for } \tilde{w} \in \mathcal{U} \tag{3.42}
\end{equation*}
$$

where (3.30) implies that the map $\bar{\delta}: \tilde{\mathcal{U}} \rightarrow \Omega$ is well defined. Hence $d(\tilde{\mathcal{U}}) \in \Omega$.

## 4. Hamiltonian operators in super formal variational calculus

In this section, we study Hamiltonian operators in our super formal variational calculus. In particular, we give a super version of Schouten-Nijenhuis bracket, whose nullity is the condition for certain matrix differential operators to be Hamiltonian.

Note that as sets, $\Omega \subset \mathcal{L}$. We let

$$
\begin{equation*}
\Omega_{i}=\Omega \bigcap \mathcal{L}_{i} \quad \text { for } i \in \mathbb{Z}_{2} \tag{4.1}
\end{equation*}
$$

Suppose that $H: \Omega \rightarrow \mathcal{L}$ is a linear map as follows: for $\bar{\xi} \in \Omega_{i}, i \in \mathbb{Z}_{2}$

$$
\begin{equation*}
(H \bar{\xi})_{p}=\sum_{q \in I} H_{p, q}^{i} \xi_{q} \quad \text { where } H_{p, q}^{i}=\sum_{l=0}^{n(i, p, q)} a_{p, q, l}^{i} D^{l} \quad \text { with } a_{p, q, l}^{i} \in \mathcal{U}_{i}, \imath \in \mathbb{Z}_{2} . \tag{4.2}
\end{equation*}
$$

Such an $H$ is called a matrix differential operator of type $\ell$. Moreover, $H(\Omega)$ is a $\mathbb{Z}_{2}$-graded subspace. Furthermore, the super skew-symmetry is equivalent to

$$
\begin{equation*}
\sum_{l=0}^{n(0, p, q)}(-D)^{l} a_{p, q, l}^{0}=(-1)^{l} \sum_{l=0}^{n(0, q, p)} a_{q, p, l}^{0} D^{l} \quad \dot{a}_{p, q, l}^{0}=(-1)^{\iota+1} a_{p, q, l}^{1} . \tag{4.3}
\end{equation*}
$$

Let $H: \Omega \rightarrow \mathcal{L}$ be a super skew-symmetric matrix differential operator. We want to find the condition for $H$ to be a Hamiltonian operator. For $\bar{\xi} \in \Omega_{i}$, we define a linear map $\left(D_{H} \bar{\xi}\right): \mathcal{L} \rightarrow \mathcal{L}$ by
$\left(D_{H} \bar{\xi}\right)(\bar{\eta})=\left(D_{H} \bar{\xi}\right) \bar{\eta} \quad$ where $\left(D_{H} \bar{\xi}\right)_{p, q}=\sum_{t \in J} \sum_{0 \leqslant l, m \in \mathbb{Z}} s_{q}\left(m+\frac{1}{2}\right)\left(a_{p, t, l}^{i}\right) D^{l}\left(\xi_{t}\right) \frac{D^{m}}{m!}$
for $\bar{\eta} \in \Omega$. Now for $\bar{\xi} \in \Omega_{i}, \bar{\eta} \in \Omega_{j}$, we have

$$
\begin{align*}
\partial_{H \bar{\xi}}(H \bar{\eta})_{q}= & \sum_{t \in I} \sum_{l=0}^{\infty} \partial_{H \bar{\xi}}\left(a_{q, t, l}^{j} D^{l} \eta_{t}\right) \\
= & \sum_{t \in I} \sum_{l=0}^{\infty} \partial_{H \bar{\xi}}\left(a_{q, t, l}^{j}\right) D^{l} \eta_{t}+\sum_{t \in I} \sum_{l=0}^{\infty}(-1)^{l(i+t)} a_{q, t, l}^{j} \partial_{H \bar{\xi}}\left(D^{l} \eta_{t}\right) \\
= & \sum_{p, t \in I} \sum_{l, m=0}^{\infty} \frac{D^{m}(H \bar{\xi})_{p}}{m!} s_{p}\left(m+\frac{1}{2}\right)\left(a_{q, t, l}^{J}\right) D^{l} \eta_{t} \\
& +\sum_{t \in I} \sum_{l=0}^{\infty}(-1)^{(i+t)} a_{q, t, l}^{j} D^{l} \partial_{H \bar{\xi}}\left(\eta_{t}\right) \\
= & \sum_{p, t \in I} \sum_{l, m=0}^{\infty}(-1)^{(l+i+l)(l+j)_{s}}\left(m+\frac{1}{2}\right)\left(a_{q, t, l}^{j}\right) D^{l} \eta_{t} \frac{D^{m}(H \bar{\xi})_{p}}{m!} \\
& +(-1)^{i+i} \sum_{t \in I} \sum_{l=0}^{\infty} a_{q, t, l}^{t+i+j} D^{l} \partial_{H \bar{\xi}}\left(\eta_{t}\right) . \tag{4.5}
\end{align*}
$$

Thus

$$
\begin{equation*}
\partial_{H \bar{\xi}}(H \bar{\eta})=(-1)^{(l+i+1)(t+j)}\left(D_{H} \bar{\eta}\right)(H \bar{\xi})+(-1)^{i+i} H \partial_{H \bar{\xi}}(\bar{\eta}) \tag{4.6}
\end{equation*}
$$

Furthermore, for $\bar{\xi}_{i} \in \Omega_{j_{i}}, i=1,2,3$,
$\left(H \bar{\xi}_{1}\right) \omega_{H}\left(H \bar{\xi}_{2}, H \bar{\xi}_{3}\right)=\partial_{H \bar{\xi}_{1}}\left[\bar{\xi}_{3}\left(H \bar{\xi}_{2}\right)\right]$

$$
\begin{align*}
& =(-1)^{\left(\imath+j_{1}\right)\left(j_{2}+\iota+1\right)}\left(\partial_{H \xi_{1}} \bar{\xi}_{3}\right)\left(H \bar{\xi}_{2}\right)+\bar{\xi}_{3}\left(\partial_{H \bar{\xi}_{1}} H \bar{\xi}_{2}\right) \\
& =-(-1)^{\left(l+j_{3}\right)\left(\imath+j_{2}\right)+\iota+j_{1}} \bar{\xi}_{2}\left(H \partial_{H \bar{\xi}_{1}} \bar{\xi}_{3}\right)+\omega_{H}\left(\partial_{H \bar{\xi}_{1}} H \bar{\xi}_{2}, H \bar{\xi}_{3}\right) \tag{4.7}
\end{align*}
$$

and
$\omega_{H}\left(\left[H \bar{\xi}_{1}, H \bar{\xi}_{2}\right], H \bar{\xi}_{3}\right)$

$$
\begin{align*}
= & \omega_{H}\left(\partial_{H \bar{\xi}_{1}} H \bar{\xi}_{2}, H \bar{\xi}_{3}\right)-(-1)^{\left(i+j_{1}\right)\left(\imath+j_{2}\right)} \bar{\xi}_{3}\left(\partial_{H \bar{\xi}_{2}} H \bar{\xi}_{1}\right) \\
= & \omega_{H}\left(\partial_{H \tilde{\xi}_{1}} H \bar{\xi}_{2}, H \bar{\xi}_{3}\right)-(-1)^{j_{1}+t \bar{\xi}_{3}\left(\left(D_{H} \bar{\xi}_{1}\right)\left(H \bar{\xi}_{2}\right)\right)} \\
& -(-1)^{\left(1+j_{1}+1\right)\left(1+j_{2}\right) \bar{\xi}_{3}\left(H \partial_{H \xi_{2}} \bar{\xi}_{1}\right)} \tag{4.8}
\end{align*}
$$

where we have extended the definition of $\omega_{H}$ to $\mathcal{L} \times H(\Omega)$. Therefore, by (2.7) and (4.7), (4.8), the equation $d \omega_{H}\left(H \bar{\xi}_{1}, H \bar{\xi}_{2}, H \bar{\xi}_{3}\right)=0$ is equivalent to

$$
\begin{gather*}
(-1)^{j_{1}} \bar{\xi}_{3}\left(\left(D_{H} \bar{\xi}_{1}\right) H \bar{\xi}_{2}\right)+(-1)^{j_{2}+\left(j_{1}+t, j_{2}+j_{3}\right)} \bar{\xi}_{1}\left(\left(D_{H} \bar{\xi}_{2}\right) H \bar{\xi}_{3}\right) \\
+(-1)^{j_{3}+\left(j_{3}+j_{1}+j_{1}+j_{2}\right) \bar{\xi}_{2}\left(\left(D_{H} \bar{\xi}_{3}\right) H \bar{\xi}_{1}\right)=0} . \tag{4.9}
\end{gather*}
$$

Theorem 4.1. A matrix differential operator $H$ of the form (4.2) is a Hamiltonian operator if and only if equations (4.3) and (4.9) hold.

Proof. By the above argument, we only need to prove that (4.3) and (4.9) imply that $H(\Omega)$ is a subalgebra of $\mathcal{L}$. Again we let $\vec{\xi}_{i} \in \Omega_{i}, i=1,2,3$. Note that
$\left(H \bar{\xi}_{1}\right) \omega_{H}\left(H \bar{\xi}_{2}, H \bar{\xi}_{3}\right)=\left(H \bar{\xi}_{1}\right)\left[\bar{\xi}_{3}\left(H \bar{\xi}_{2}\right)\right]$

$$
\begin{align*}
= & (-1)^{\left(j_{1}+l\right)\left(j_{2}+l+1\right)}\left(\partial_{H \bar{\xi}_{1}} \bar{\xi}_{3}\right)\left(H \bar{\xi}_{2}\right)+\bar{\xi}_{3}\left(\partial_{H \bar{\xi}_{1}} H \bar{\xi}_{2}\right) \\
\stackrel{(4.6)}{=} & (-1)^{\left(j_{1}+l\right)\left(j_{2}+l+1\right)}\left(\partial_{H \bar{\xi}_{1}} \bar{\xi}_{3}\right)\left(H \bar{\xi}_{2}\right)+(-1)^{\left(j_{1}+t+1\right)\left(j_{2}+l\right)} \bar{\xi}_{3}\left[\left(D_{H} \bar{\xi}_{2}\right) H \bar{\xi}_{1}\right] \\
& +(-1)^{j_{1}+l \bar{\xi}_{3}\left(H \partial_{H \bar{\xi}_{1}} \bar{\xi}_{2}\right)} \\
= & (-1)^{\left(j_{1}+l\right)\left(j_{2}+i+1\right)}\left(\partial_{H \bar{\xi}_{1}} \bar{\xi}_{3}\right)\left(H \bar{\xi}_{2}\right)+(-1)^{\left(j_{1}+l+l\right)\left(j_{2}+l\right)} \bar{\xi}_{3}\left[\left(D_{H} \bar{\xi}_{2}\right) H \bar{\xi}_{1}\right] \\
& -(-1)^{j_{1}+l+\left(j_{1}+j_{2}\right)\left(j_{3}+l\right)}\left(\partial_{H \bar{\xi}_{1}} \bar{\xi}_{2}\right)\left(H \bar{\xi}_{3}\right) . \tag{4.10}
\end{align*}
$$

On the other hand
$\left(H \bar{\xi}_{1}\right) \omega_{H}\left(H \bar{\xi}_{2}, H \bar{\xi}_{3}\right)=(-1)^{\left(j_{2}+l\right)\left(j_{3}+l\right)+1}\left(H \bar{\xi}_{1}\right) \omega_{H}\left(H \bar{\xi}_{3}, H \bar{\xi}_{2}\right)$

$$
\begin{align*}
= & (-1)^{\left(j_{2}+l\right)\left(j_{3}+l\right)+1+\left(j_{1}+t\right)\left(j_{3}+l+1\right)}\left(\partial_{H \bar{\xi}_{1}} \bar{\xi}_{2}\right)\left(H \bar{\xi}_{3}\right)+(-1)^{\left(j_{2}+l\right)\left(j_{3}+l\right)+1+\left(j_{1}+l+1\right)\left(j_{3}+l\right)} \\
& \times \bar{\xi}_{2}\left[\left(D_{H} \bar{\xi}_{3}\right) H \bar{\xi}_{1}\right]+(-1)^{\left(j_{2}+l\right)\left(j_{3}+l\right)+j_{1}+l+\left(j_{1}+j_{3}\right)\left(j_{2}+l\right)}\left(\partial_{\left.H \bar{\xi}_{1} \bar{\xi}_{3}\right)\left(H \bar{\xi}_{2}\right)}^{=}\right. \\
= & -(-1)^{\left(j_{1}+j_{2}\right)\left(j_{3}+l\right)+j_{1}+t}\left(\partial_{H \bar{\xi}_{1}} \bar{\xi}_{2}\right)\left(H \bar{\xi}_{3}\right)+(-1)^{\left(j_{1}+j_{2}+1\right)\left(j_{3}+l\right)+1} \bar{\xi}_{2}\left[\left(D_{H} \bar{\xi}_{3}\right) H \bar{\xi}_{1}\right] \\
& +(-1)^{\left(j_{1}+l\right)\left(j_{2}+l+1\right)}\left(\partial_{H \bar{\xi}_{1}} \bar{\xi}_{3}\right)\left(H \bar{\xi}_{2}\right) . \tag{4.11}
\end{align*}
$$

Thus
$(-1)^{\left(j_{1}+i+1\right)\left(j_{2}+i\right)} \bar{\xi}_{3}\left[\left(D_{H} \bar{\xi}_{2}\right) H \bar{\xi}_{1}\right]=(-1)^{\left(j_{1}+j_{2}+1\right)\left(j_{3}+i\right)+1} \bar{\xi}_{2}\left[\left(D_{H} \bar{\xi}_{3}\right) H \bar{\xi}_{1}\right]$
or equivalently
$\bar{\xi}_{3}\left[\left(D_{H} \bar{\xi}_{2}\right) H \bar{\xi}_{1}\right]=(-1)^{\left(j_{1}+l\right)\left(j_{2}+l\right)+\left(j_{1}+j_{2}\right)\left(j_{3}+l\right)+j_{2}+j_{3}+1} \bar{\xi}_{2}\left[\left(D_{H} \bar{\xi}_{3}\right) H \bar{\xi}_{1}\right]$.
Furthermore
$\bar{\xi}_{3}\left[(-1)^{\left(j_{1}+l+l\right)\left(j_{2}+l\right)}\left(D_{H} \bar{\xi}_{2}\right)\left(H \bar{\xi}_{1}\right)-(-1)^{\left(j_{1}+l\right)\left(j_{2}+l\right)+\left(j_{2}+l+1\right)\left(j_{1}+l\right)}\left(D_{H} \bar{\xi}_{1}\right)\left(H \bar{\xi}_{2}\right)\right]$

$$
=(-1)^{\left(j_{1}+l+1\right)\left(h_{2}+t\right)} \bar{\xi}_{3}\left[\left(D_{H} \bar{\xi}_{2}\right)\left(H \bar{\xi}_{1}\right)\right]-(-1)^{j_{1}+\left(\bar{\xi}_{3}\right.}\left[\left(D_{H} \bar{\xi}_{1}\right)\left(H \bar{\xi}_{2}\right)\right]
$$

$$
\stackrel{(4.13)}{=}(-1)^{\left(j_{1}+j_{2}\right)\left(j_{3}+c\right)+j_{3}+c+1} \bar{\xi}_{2}\left[\left(D_{H} \bar{\xi}_{3}\right)\left(H \bar{\xi}_{1}\right)\right]-(-1)^{j_{1}+4} \bar{\xi}_{3}\left[\left(D_{H} \bar{\xi}_{1}\right)\left(H \bar{\xi}_{2}\right)\right]
$$

$$
\stackrel{(4.9)}{=}(-1)^{j_{2}+\iota+\left(j_{1}+\iota, j_{2}+j_{3}\right)} \bar{\xi}_{1}\left[\left(D_{H} \bar{\xi}_{2}\right) H \bar{\xi}_{3}\right]
$$

$$
\begin{equation*}
=-(-1)^{\left(j_{1}+l\right)\left(j_{2}+l\right)} \bar{\xi}_{3}\left(H\left(D_{H} \bar{\xi}_{2}\right)^{*} \bar{\xi}_{1}\right) \tag{4.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[\left(D_{H} \bar{\xi}_{2}\right)^{*} \bar{\xi}_{1}\right]_{p}=\sum_{t, q \in I} \sum_{0 \leqslant 1, m \in \mathbb{Z}} \frac{(-D)^{m}}{m!}\left(s_{q}\left(m+\frac{1}{2}\right)\left(a_{p, t, l}^{\mathrm{l}}\right) D^{l}\left(\xi_{2, t}\right) \xi_{1, q}\right) \tag{4.15}
\end{equation*}
$$

and $\bar{\xi}_{i}=\left\{\xi_{l, q} \mid q \in I\right\}$. Since $\bar{\xi}_{3}$ is arbitary, we have

$$
\begin{gather*}
(-1)^{\left(j_{1}+l+1\right)\left(j_{2}+l\right)}\left(D_{H} \bar{\xi}_{2}\right)\left(H \bar{\xi}_{1}\right)-(-1)^{\left(j_{1}+i\right)\left(j_{2}+l\right)+\left(j_{2}+l+1\right)\left(j_{1}+l\right)}\left(D_{H} \bar{\xi}_{1}\right)\left(H \bar{\xi}_{2}\right) \\
=-(-1)^{\left(j_{1}+l\right)\left(j_{2}+l\right)} H\left[\left(D_{H} \bar{\xi}_{2}\right)^{*} \bar{\xi}_{1}\right] . \tag{4.16}
\end{gather*}
$$

Finally, by equations (3.27), (3.28), (4.6) and (4.16)
$\left[H \bar{\xi}_{1}, H \bar{\xi}_{2}\right]=H\left[(-1)^{j_{1}+t} \partial_{H \bar{\xi}_{1}} \bar{\xi}_{2}-(-1)^{j_{2}+t+\left(j_{1}+\iota\right)\left(j_{2}+t\right)} \partial_{H \bar{\xi}_{2}} \bar{\xi}_{1}\right]$

$$
\begin{equation*}
-(-1)^{\left(j_{1}+\iota\right)\left(j_{2}+\iota\right)} H\left[\left(D_{H} \xi_{2}\right)^{*} \bar{\xi}_{1}\right] \tag{4.17}
\end{equation*}
$$

Thus $H(\Omega)$ is a subalgebra of $\mathcal{L}$.

Let $H_{1}$ and $H_{2}$ be matrix differential operators of the same type $\ell$. If $a H_{1}+b H_{2}$ is Hamiltonian for any $a, b \in \mathbb{F}$, then we call $\left(H_{1}, H_{2}\right)$ a Hamiltonian pair. For any two matrix differential operators $H_{1}$ and $H_{2}$, we define the Schouten-Nijenhuis super-bracket $\left[H_{1}, H_{2}\right.$ ] : $\Omega^{3} \rightarrow \tilde{\mathcal{U}}$ by

$$
\begin{align*}
& {\left[H_{1}, H_{2}\right]\left(\bar{\xi}_{1}, \bar{\xi}_{2}, \bar{\xi}_{3}\right)=(-1)^{j_{1}} \bar{\xi}_{3}\left(\left(D_{H_{1}} \bar{\xi}_{1}\right) H_{2} \bar{\xi}_{2}\right)+(-1)^{j_{1} \bar{\xi}_{3}\left(\left(D_{H_{2}} \bar{\xi}_{1}\right) H_{1} \bar{\xi}_{2}\right)}} \\
& \quad+(-1)^{j_{2}+\left(j_{1}+1, j_{2}+j_{3}\right)} \bar{\xi}_{1}\left(\left(D_{H_{1}} \bar{\xi}_{2}\right) H_{2} \bar{\xi}_{3}\right)+(-1)^{j_{2}+\left(j_{1}+1, j_{2}+j_{3}\right)} \bar{\xi}_{1}\left(\left(D_{H_{2}} \bar{\xi}_{2}\right) H_{1} \bar{\xi}_{3}\right) \\
&  \tag{4.18}\\
& +(-1)^{j_{3}+\left(j_{3}+\iota, j_{1}+j_{2}\right)} \bar{\xi}_{2}\left(\left(D_{H_{1}} \bar{\xi}_{3}\right) H_{2} \bar{\xi}_{1}\right)+(-1)^{j_{3}+\left(j_{3}+\ell, j_{1}+j_{2}\right)} \bar{\xi}_{2}\left(\left(D_{H_{2}} \bar{\xi}_{3}\right) H_{1} \bar{\xi}_{1}\right)
\end{align*}
$$

for $\bar{\xi}_{1}, \bar{\xi}_{2}, \ddot{\xi}_{3} \in \Omega$. When the characteristic of $\mathbb{F}$ is not 2 , (4.9) is equivalent to $[H, H]=0$. In general, we have the following corollary.

Corollary 4.2. Suppose that the characteristic of $\mathbb{F}$ is not 2. Matrix differential operators $H_{1}$ and $H_{2}$ of the same type forms a Hamiltonian pair if and only if they satisfy (4.3) and

$$
\begin{equation*}
\left[H_{1}, H_{1}\right]=0 \quad\left[H_{2}, H_{2}\right]=0 \quad\left[H_{1}, H_{2}\right]=0 \tag{4.19}
\end{equation*}
$$

## 5. Examples

In this section, we shall give some examples of Hamiltonian superoperators, using the notation of section 4 .

Example 1. Let

$$
\begin{equation*}
F(D)=\sum_{i=0}^{n} a_{i} D^{2 i} \quad \text { where } a_{i} \in \mathbb{F} \tag{5.1}
\end{equation*}
$$

We define $H$ by

$$
\begin{equation*}
H(\bar{\xi})=(-1)^{i} F(D)(\bar{\xi}) \quad \text { for } \bar{\xi} \in \Omega_{i} \tag{5.2}
\end{equation*}
$$

Then $H$ satisfies (4.3) and (4.9). Thus $H$ is a Hamiltonian superoperator of type 0 . The corresponding Poisson structure on $\tilde{\mathcal{U}}$ is

$$
\begin{equation*}
\omega_{H}(u, v)=(-1)^{i}(\stackrel{\delta}{\delta} v)[F(D)(\bar{\delta} u)]=(-1)^{i} \sum_{p \in I}\left[\left(F(D)\left(\delta_{p} u\right)\right)\left(\delta_{p} v\right)\right]^{\sim} \tag{5.3}
\end{equation*}
$$

where $u \in \tilde{\mathcal{U}_{i}}, v \in \tilde{\mathcal{U}}$. Such a Poisson structure could be useful in proving the integrability of certain nonliner 'super-systems'. Note that, in the formal variational calculus of Gel'fand and Dikii, only odd polymials of $d / d x$ are Hamiltonian. In our theory, only even polynomials of $D$ are Hamiltonian. This shows an essential difference between their theory and ours.

Example 2. We use the notation of (4.2). Let

$$
\begin{equation*}
H_{p, q}^{1}=H_{p, q}^{2}=\sum_{l \in I} a_{p, q}^{l} s_{l}\left(-\frac{1}{2}\right) \quad a_{p, q}^{l} \in \mathbb{F} \tag{5.4}
\end{equation*}
$$

Then $H$ is a matrix operator of type 1 . The super skew-symmetry (4.3) is equivalent to

$$
\begin{equation*}
a_{p, q}^{l}=-a_{q, p}^{l} \quad \text { for } p, q, l \in I . \tag{5.5}
\end{equation*}
$$

Moreover, for $\bar{\xi}_{i} \in \Omega_{j_{j}}, i=1,2,3$,

$$
\begin{align*}
\bar{\xi}_{3}\left(\left(D_{H} \bar{\xi}_{1}\right) H \bar{\xi}_{2}\right) & =\sum_{p, q, t, l, m \in I}\left[a_{p, q}^{l} a_{l, t}^{m} \xi_{1, q} s_{m}\left(-\frac{1}{2}\right) \xi_{2, r, s} \xi_{3, p}\right]^{\sim} \\
& =(-1)^{j_{i}+1} \sum_{p, q, t, l, m \in I}\left[a_{p, q}^{l} a_{l, t}^{m} s_{m}\left(-\frac{1}{2}\right) \xi_{1, q} \xi_{2, t} \xi_{3, p}\right]^{\sim}  \tag{5.6}\\
\bar{\xi}_{1}\left(\left(D_{H} \bar{\xi}_{2}\right) H \bar{\xi}_{3}\right) & =(-1)^{j_{2}+1} \sum_{p, q, t, l, m \in I}\left[a_{p, q}^{l} a_{l, t}^{m} s_{m}\left(-\frac{1}{2}\right) \xi_{2, q} \xi_{3, t} \xi_{1, p}\right]^{\sim} \\
& =(-1)^{j_{2}+\left(j_{2}+j_{3}\right)\left(j_{1}+1\right)+1} \sum_{p, q, t, l, m \in I}\left[a_{q, t}^{l} a_{l, p}^{m} s_{m}\left(-\frac{1}{2}\right) \xi_{1, q} \xi_{2, t} \xi_{3, p}\right]^{\sim}  \tag{5.7}\\
\bar{\xi}_{2}\left(\left(D_{H} \bar{\xi}_{3}\right) H \bar{\xi}_{1}\right) & =(-1)^{j_{3}+1} \sum_{p, q, t, l, m \in I}\left[a_{p, q}^{l} a_{l, t}^{m} s_{m}\left(-\frac{1}{2}\right) \xi_{3, q} \xi_{1, t} \xi_{2, p}\right]^{\sim} \\
& =(-1)^{j_{3}+\left(j,+j_{2}\right)\left(j_{3}+1\right)+1} \sum_{p, q, t, l, m \in I}\left[a_{l, p}^{l} a_{l, q}^{m} s_{m}\left(-\frac{1}{2}\right) \xi_{1, q} \xi_{2, t} \xi_{3, p}\right]^{\sim} . \tag{5.8}
\end{align*}
$$

Thus equation (4.9) is equivalent to

$$
\begin{equation*}
\sum_{l \in I}\left(a_{p, q}^{l} a_{l, t}^{m}+a_{q, t}^{l} a_{l, p}^{m}+a_{t, p}^{l} a_{l, q}^{m}\right)=0 \quad \text { for any } m, p, q, t \in I \tag{5.9}
\end{equation*}
$$

We define an operation $[\cdot, \cdot]$ on $\mathcal{S}$ by

$$
\begin{equation*}
\left[s_{p}, s_{q}\right]=\sum_{l \in l} a_{p, q}^{l} s_{l} \quad p, q \in I \tag{5.10}
\end{equation*}
$$

Then equations (5.5) and (5.9) show that an operator $H$ of the form (5.4) is Hamiltonian if and only if $(\mathcal{S},[\cdot, \cdot])$ is a Lie algebra.

Remark 5.1. The operator (5.4) is an analogue of the one in equation (6.1) of [GDo]. In fact, we have Hamiltonian superoperators analogous to the other examples in section 6 of [GDo]. Suppose that a matrix differential operator $H$ in the formal variational calculus [GDo] is given by

$$
\begin{equation*}
H_{p, q}=\sum_{i=0}^{n(p, q, i)} a_{p, q, i}\left(\left\{u_{t}^{(l)}\right\}\right)\left(\frac{d}{d x}\right)^{i} \quad p, q \in I \tag{5.11}
\end{equation*}
$$

where $a_{p, q, i}\left(\left\{u_{t}^{(l)}\right\}\right)$ are linear functions in $\left\{u_{t}^{(l)}\right\}$. We define an operator $H^{\prime}$ in our super formal variational calculus by

$$
\begin{equation*}
H_{p, q}^{\prime}=\sum_{i=0}^{n(p, q, i)} a_{p, q, i}\left(\left\{l!s_{t}\left(-l-\frac{1}{2}\right)\right\}\right) D^{i} \quad p, q \in I . \tag{5.12}
\end{equation*}
$$

Then $H^{\prime}$ is a matrix differential operator of type 1. By an argument analogous to the above example, we can prove that $H^{\prime}$ is Hamiltonian if and only if $H$ is Hamiltonian.
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